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ABSTRACT   

Shots classification plays an important role in well indexing, browsing and retrieving video content. By 
that, the large amount of video content can be efficiently indexed, and then, it can provide convenience 
for managing video. In this paper, edge features are firstly extracted by wavelet, which can not only 
reduce amount of shots data but also preserve the important structural properties of shots. And then, to 
reflect local properties of shots, ratio of edge pixels in each sub-window is calculated. After that, color 
moments are computed to reduce loss of global properties, which can assist edge features in well 
indexing shots. Finally, support vector machine (SVM), which has a very good performance on pattern 
recognition, is employed to classify shots. Experimental results demonstrate that this method can 
efficiently categorize video shots and satisfy the basic needs of shots classification. 

Keywords: shots, classification, wavelet, edge, sub-window, color moments, support vector machine, 
decision function 
 
 

1. INTRODUCTION  
To help users identify shots with similar semantics to quickly browse and retrieve the relevant clips, it 
is necessary to study an efficient way to video shots classification. However, the video is impressive for 
its visual image and amount of information which makes users difficult to obtain their purpose shots in 
short time. Considering above, a method of shots classification is presented, which focuses on the 
segmented shots. 

To classify video shots, various features of shots are utilized to index shots, e.g. color, texture, structure 
and so on. For video classification, some use one feature, e.g. Tien et.al [1] chooses the number of 
dominant color pixels of each frame to classify shots. Yuan [2] et.al analyzes global motions and local 
motions of video to distinguish shots. To improve effect of classification, more than one feature is 
extracted. e.g. Pallavi[3] et.al extracts candidate ball positions using features based on shape and size 
and identify a ball by filtering the candidates with the help of motion information for medium shots. 
Zhao [4] et.al adopts text and motion feature to represent text and caption in videos. In general, results 
produced by these methods are impressive. However, owning to influenced by different method of 
feature extraction and selection of classifiers, the classification method need to be further improved. 
For example, [5,6] employs canny operator to extract edge features to index shots and then classify 
them. For these methods, it is advisable to extract edges to index video shots because edges are 
expressions of discontinuity of local characteristics (texture, gray and structure, etc.) and contain rich 
information and fundamental characteristics of image. However, methods of differential operator are 
vulnerable to the influence of template size and noise. As for the final categorization procedure, a 
suitable classifier is also crucial. Take into consideration above, a new way of video classification is 
presented.  

The rest of this paper is organized as follows: in the section 2, the methodology about feature extraction 
is first introduced. And then briefly describes SVM classifier and corresponding classification process. 
In section 3, some experiments are conducted to verify this method. In section 4, conclusions are made. 
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2. METHODOLOGY 
To categorize video shots, feature extraction is one of key procedures. Here, we will first review 
process of edge and color extraction, and then SVM classifier.  

2.1 Edge extracted by wavelet [7] 

The two-dimensional function is smooth if its double integral is nonzero. By calculating the partial 
derivatives along x and y of a smoothing function ),( yxθ , we can define two wavelets: 
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Then for any function )(),( 22 RLyxf ∈ , the wavelet transform defined with respect to ),(1 yxψ  and 
),(2 yxψ  has two components: 

                                     ),(*),,( 11 yxfyxsfW sψ=                                        (5) 

),(*),,( 22 yxfyxsfW sψ=                                     (6) 

Where, ‘*’ stands for two-dimensional convolution, ),( yxf is the target image. The two components 
can be written as: 
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Hence, the two components of the wavelet transform are proportional to the coordinates of the gradient 
vector of ),( yxf  smoothed by ),( yxsθ .Similar to calculation of gradient modulus, the wavelet 
transform modulus Mod  can be computed by: 

                                   2221 ),,(()),,(( yxsfWyxsfWMod +=                    (8) 

Then, by a given thresholdT , edge feature of frame can be quickly extracted, and then, edge feature of 
all shots can be obtained. Here, in order to master local structure of shots, we study the edge features in 
sub-window instead of the whole frame. We divide each frame into six blocks show in Fig.1: 

     
(a)                                  (b) 
Fig.1 Sketch map of block 

 
In each sub-window, we compute the ratio of edge pixels by:  
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Where, )62,1( K=kk is the order number of block, ke is number of edge pixel in k-th block, kNum is 
number of pixel in k-th block. Then edge vector iE of the i- th frame can be described by: 

                                      TRRRRRRE ]e,e,e,e,e,e[ 654321i =                              (10) 

To improve the accuracy, the edge vector will be normalized by: 
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Where, )(ax iEM is the maximum factor of edge feature iE . Then each factor value of iNE is 
normalized in the range of [ ]1,0 . To avoid of losing global property, color moments are calculated to act 
as supplement of edge vector.    

2.2 Color moments [8] 

Stricker and Orengo use three central moments to describe an image's color distribution since any color 
can be characterized by its moments and most information is concentrated on the low-order moments. 
The three color moments can be defined as: 
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Where, },,{ BGRi∈ , j is order number of frame in given shot, iE is mean, 2
iσ  is standard deviation, 

3
is is skewness. ijp  is the color value of the i -th color component of the j-th image pixel and N is the 

total number of pixels in the frame. 

Here, we will restrict ourselves to the RGB scheme, and moments are calculated for R, G and B 
components respectively. Then, color moments of the i-th frame can be expressed as: 

                             
T
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Similar to edge vector, color moments will be normalized by:  
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Based on descriptions above, the i- th frame of given shot can be represented by the fused 
feature T

iii ,NCNEV )(= , and 15Vdim i =)( . Repeating the same procedure, a series of vector which stands 
for video shots can be computed. Since shot is composed of frames recorded from similar scene and 
our purpose is to classify shot, it is reasonable to choose one key frame to stand for corresponding shot. 
Now we take a shot for example to demonstrate the choosing method. 

Supposed a shot }{ L21i ,...,f,ffs = , ）21（ ,...,L,ifi = is frame of shot is . According to description above, 

each frame if  can be represented by a fused vector iV . And then, is can be expressed 

as }{ L21i ,...,V,VVs = . Next, we calculated mean vector of shot is according to:  
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By Hausdorff distance [9], the frame closest to V is regarded as key frame ikf  of shot is . And then, by 
classifying key frames, the corresponding video shots can be categorized.  

2.3 SVM classifier [10] 

 
Fig.2 The scheme of SVM (linear separation) 

For a supposed classification problem, its training data set is { } )( 1,2,...,li,yx ii = , with the input 

data n
ix ℜ∈ , and the corresponding target }{ 11,yi −∈ . The goal of the SVM is to get the hyper-plane 

that maximizes the minimum distance between any data point, as shown in Fig. 2. In feature space, 
SVM models take the following form: 

                                                      bxx T += )()(y φω             (18) 

Where, )(⋅φ maps the input vector ),...,2,1( lixi = into a so-called higher dimensional feature space.  b is 
the bias, andω is a weight vector of the same dimension as the feature space. This problem can be 
transformed into a quadratic programming problem: 
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Where, α  is Lagrangian multipliers, C is the trade-off parameter between the error and margin. After 
getting value of α , solution of ω  and b can be gained by: 
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Where, ix is non-zero data, and iα is support vector. Then the final output hyper-plane decision 
function of SVM is: 

                               ))()(()( ∑ += bxxysignxF i
T

ii φφα                        (23) 

By this decision function, the process of classification can be described as follows: 
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Step 1: According to description above, we choose a training data set }{ k21 ,...,kf,kfkfTD = , where, K is 
the kind of video shots. The class label 1=c .  

Step 2: Regarding categorize TD  as a two-class classification. And then, one is marked as c , the rest 
ones are considered to be the other class.  

Step 3:  Recording the decision function cf . 

Step 4: 1cc += , and repeating step 1-step 3 until Kc = . Then all decision functions can be got. By 
computing decision functions, all video shots can be classified. 

3. RESULTS 
The experiment is implemented in Matlab 7.0 on a PC with AMD Sempron(tm) Processor 3100+, 
1.81GHz .To demonstrate the efficiency of this classification method, classification experiments are 
made on a video shots database which contains four classes of shots, which are movie, sports, cartoon 
and advertisements. According to section 2, part of classification results are shown in Fig.3. 

 
(a) Movie 

 
(b) Sports 

 

 
(c)Cartoon 

 

 
(d)Advertisements 

Fig. 3 Part of Classification Results 
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From Fig.3, it can be easily seen that video shots are classified into four classes which is in accordance 
with the real situation. To verify efficiency of this method in detail, we employ precision and recall[11] 
to evaluate the classification results: 

                                        
falsecorrect
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Where, for each specified kind of shot, correctN denotes the shot number having been correctly 

classified, falseN is the shot number having been wrongly classified, missN is the shot number having 
been missed. The final results are shown in table 1: 

Table.1 Experiment Results of Shots Classification 

Class shots 
Number 

Tested 
number 

Right 
number 

Precision 
(%) 

Recall 
(%) 

movie 210 215 192   89.3 91.4 
sports 226 211 185   87.7 81.9 
cartoon 320 315 289   91.7 90.3 
advertisements 305 310 278   89.7 91.1 

      

From table 1, we can find that both precision and recall of four classes change little, which demonstrate 
that this method of shot classification has a stable efficiency. This characteristic is significant in daily 
application of shots classification. What’s more, it can be found that precision of this method can keep 
balance with its recall ratio. However, both precision and recall ratio need to be improved based on the 
stability of classification. 

4. CONCLUSIONS 
As one of important information carriers, videos are outstanding for their rich content. To efficiently 
utilize them, it is necessary to study a reliable method of shots classification to well manage video. In 
this paper, wavelet is adopted to extract edge features, which not only can rapidly detect edges but also 
has a certain degree of noise immunity. In this way, structure of shots can be well extracted. Moreover, 
to describe global property of video, color moments are calculated. By that, video content can be more 
reliable indexed. Finally, SVM, which is prominent for its good effects on classification for small 
samples, is employed to categorize video shots. The experimental results demonstrate that this method 
can better classify video shots and satisfy the basic needs of different scene. However, how to improve 
its accuracy is our future work.   
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